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Abstract
Volatility of the oil price has been around since the 1970s and an understanding of how it evolves provides insight into solving macroeconomic challenges. The main objective of this study was to analyse the volatility of South African oil prices using quarterly time series data from 2000 to 2020. The effect of growth in gross domestic product per capita, interest rate, inflation and money supply growth on oil price changes was assessed. Generalised autoregressive conditional heteroscedasticity (GARCH) was estimated and diagnostic tests – namely ARCH, normality and autocorrelation tests – were conducted. The GARCH (1,2) model was the best fit, based on the Akaike information criterion. The result revealed that interest rates and money supply growth have a significant positive effect on oil price changes in South Africa, while growth in GDP per capita and inflation has an insignificant impact. Past one and two quarters’ oil price volatility increases and decreases the current oil price volatility respectively. Based on the findings, a contractionary monetary policy is recommended in order to reduce the volatility of South African oil prices.
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1. Background of the study

Oil price volatility and its effects on macroeconomics have sparked heated debate among economists and policymakers. Some argue that oil volatility has a negative effect on macroeconomic variables (Oriakhi & Osaze, 2013; Bashar et al., 2013; Ji and Fan, 2012; Arouri and Nguyen, 2010; Badeeb, and Lean, 2018; Arouri et al., 2012; Diaz et al., 2016). Other researchers, including Fang and You (2014), Wang et al. (2013), and Fine (2018), claimed that oil prices improve national growth through macroeconomic variables. The former group argued that if the country is an oil importer the price of oil will have a negative impact on inflation, money supply, exchange rate, and a variety of other macroeconomic variables.

Oil markets have been subjected to extreme risk in recent decades as a result of global warming, continuous fluctuations in the global economy, geopolitical insecurity, and financial market disorder (Ju et al., 2016). Oil prices have shown signs of volatility since the 1970s, with worsening volatility causing unpredictable consequences. More recently, volatility was observed during the financial crises from 2007–2008 and at the start of July 2014 (Nwanna & Chimwudu, 2016). In South Africa oil price volatility has been exhibited since 2012. In that year the price averaged 3.9% of oil price volatility, in 2013 it was 1.97%, in 2014 it was -3.45%, in 2015 it was -1.41%, in 2016 it was 3%, in 2017 it was 1.13%, then it fell again in 2018 to -0.02% (World Bank, 2019). The turbulence in the oil market leads to oil price instability, which may unfavourably affect the South African economy.

The literature provides evidence that oil price volatility has diverse impacts on the trade balance of both exporting and importing countries, depending on their characteristics (Kilian, 2010). Even within Africa, where oil export drives economies such as Nigeria’s, Oyeyemi (2013) showed that a small negative oil price shock on the Nigerian economy during 1979 to 2010 had long-term negative effects on the country’s growth. Nonetheless, oil exporters over the years have had little positive impact on balance of trade as a result of the intensive demand. However, Kuboniwa’s (2014) study on oil export to Pacific-Rim economies found that oil prices showed high positive impact on terms of trade in Russia and Malaysia, but Indonesia had a negative relationship with the oil price.

The majority of studies on oil prices, including those of Akinleye (2017), El-Anshasy et al. (2017b) and Herrera et al. (2018) concurred that volatility is a key challenge for economies. 32.9% of global energy consumption is from oil, and therefore any change in oil supply and demand side can provoke large movement in the prices of energy sources in general (Dudley Bob, 2016). Moreover, Neto et al. (2014) and Toman and Jemelkova (2003) provided a strong argument that oil usage contributes to growth that eventually leads to higher consumption of energy and increases volatility of oil price, which consequently affects growth negatively in South Africa. Although the government of South Africa regulates (subsidies) the price of petrol and also tries to shift focus to different sources of energy, Nkomo (2006) argued that even with oil price subsidies and control put in place, the economy is still affected by oil price shocks.

There have been several studies that assess the impact of oil price shock on the South African economy, using various methods. Fofana et al. (2009) concluded that oil price increases have a negative impact on the economy, given its dependency on imported oil. Nkomo (2006) suggested that oil price shocks tend to increase the total import bill for a country, largely because of the huge increase in the cost of oil and petroleum products, with have adverse effects on the economy through falling GDP. In the same vein, Wakeford (2006) concluded that the South African economy is affected by an increase in oil prices, even thou the impact depends on the period of the shock in oil price. Failure to understand the dynamics of oil price volatility may hamper South African government initiatives such as the National Development Plan 2030. The relationship of oil price volatility and macroeconomic variables is key in managing the effects of oil price shocks. Therefore, this study endeavours to establish the relationship between the volatility of oil prices and macroeconomic variables, namely economic growth, interest rate, inflation and money supply.

The rest of the article is structured as follows: section 2 is a literature review, section 3 looks at the methodology, section 4 presents and interprets the results, and section 5 draws conclusions and makes recommendations.

2. Literature review

This section reviews studies that modelled the relationship between oil price volatility and macroeconomic variables that include economic growth, interest rate, inflation and money supply. Xiang et al. (2021) examined the link between oil price volatility and inflation in China using a wavelet approach and observed a positive relationship between oil price volatility and inflation in the short term, and the results suggested that inflation pressure in China amplifies swings in oil prices after controlling for the effects of money supply.

Urom et al. (2021) studied the connectedness of oil shocks and interest rates for period 1999 to 2018 in the United States of America, the euro zone and Asia. The time varying parameter vector autoregressive (TVP-VAR) was employed and the
results revealed that there was a time varying co-movement of oil shocks and interest rates which is affected by stableness of the political and financial landscape.

Köse and Ünal (2021) investigated the impact of oil price and oil price volatility on inflation employing a structural vector autoregressive (SVAR) approach in the Turkish economy for the period 1988 to 2019. The finding was that oil price and oil price volatility have a significant positive effect on inflation. It was concluded that oil price and oil price volatility are a major concern for policy makers, as their effects cannot be addressed by local economic policies. However, it was recommended that inflation could be reduced by formulating policies that curb demand for oil.

Jiang et al. (2021) examined the effect of oil shocks on credit spreads in the USA for 1974–2018, using SVAR techniques. The results suggested that information from oil prices provides insight into USA credit spreads. In particular, it was revealed that demand-induced oil shocks have a negative effect on credit spreads, while the supply oil shocks have no impact on credit spreads. A fluctuation of the oil shocks’ impact on credit spreads is dependent on economic cycles.

Maheu et al. (2020) analysed the relationship between volatility of economic growth and oil shocks in the USA from 1974 to 2018. It was found that economic growth volatility responds to changes in oil prices. The autoregressive (AR) model and generalised autoregressive conditional heteroscedasticity (GARCH) model were used to estimate the link between volatility in economic growth and oil shocks.

Khalfaoui et al. (2020) assessed the nexus between money demand and oil prices including macroeconomic variables, namely exchange rate, interest rate, inflation and real GDP, in India form 1994 to 2017. The wavelet approach was employed in the analysis. Results demonstrated that there was a bi-directional causal link between money demand and oil prices, and macroeconomic variables. Money demand has a higher interdependency with real GDP and lower interdependency with exchange rate, interest rate and oil prices.

Hathroubi and Aloui (2020) highlighted that oil prices and economic growth rate as proxied by GDP had a negative relationship in Saudi Arabia for the years 1970 to 2016. The wavelet approach was applied in partial and multiple form. The study recommended that policy markers should take into account the coherency between oil prices and GDP when working on the national budget.

Baek and Miljkovic (2018) modelled the effects of USA money supply shocks on oil prices. The study applied a cointegrated vector autoregression (CVAR) approach for data in the period 1980–2014. The results illustrated that money supply shocks has a positive impact on oil prices in the short-run. However, in the long-run an insignificant effect of money supply on oil prices was observed.

Chatziantoniou et al. (2021) investigated the determinants of oil price volatility using the TVP-VAR model for the years 1990 to 2019. The independent variables included oil supply, global economic activity, global oil inventory, financial markets volatility, interest rates and exchange rates. Interest rate shocks causes the volatility of oil prices to increase whilst global economic activity shocks lowers oil price volatility.

Brown and Yücel (2002) discussed the impact of monetary policy on oil prices, giving more detail. Inflation is another transmission channel that establishes a relationship between domestic inflation and oil prices. When the observed inflation is caused by oil price-increased cost shocks, a contractionary monetary policy can deteriorate the long-term output by an increased interest rate and decreased investment (Tang, 2009). If the prices and incomes are allowed to change over time, the attempt to spend the excess will result in a rise in total spending and receipts, but if the prices are fixed by the government an increase in spending will lead to increases in goods and services or produce shortages (Friedman, 2016).

Zhao (2010) indicated that there was an association between GDP and prices of oil in the Chinese market from 2001 to 2009. Furthermore, He et al. (2010) found a long-run association between growth and future prices of crude oil prices and concluded that the relationship between oil price and growth can be classified under either a positive or a negative relationship depending on the energy intensity.

Kilian (2010) asserted that oil price affects both the exporter and importer negatively because of its volatile nature, which will undermine economic growth and ultimately investment. The degree to which oil price shock affects GDP in the Organisation for Economic Co-operation and Development (OECD) countries is affected by oil price fluctuations, especially in the United States. The responses to shocks in oil prices across various monetary policies that interact with the shock are likely to cause undesirable results, such as inflation (Kilian, 2010).

The oil price has an influence on growth in the world economy due to limited purchasing power for oil importers, as any increase in exporter oil price will slow development of trade (Malik, 2008). Employment, rising inflation, and the exchange rate are negatively affected by increasing oil prices which slow down the economy. Nyangatika et al. (2018) examined the relationship between oil prices and GDP in major oil-producing nations and observed a positive linkage; they recommended...
that the development of oil substitutes would provide a greater chance for reforming economies.

Gupta and Modise (2013) assessed the impact in the oil price shocks stock returns in the South African economy. The result demonstrated that oil supply stuns has a short critical effect, only in the growth rate, which negatively distresses the growth rate in South Africa, although its impact on other factors is irrelevant. Supply disturbances result in an increment in the household dissaving rate, with no reaction from the money related policy.

Ji and Fan (2012) examined how volatility in the price of oil affects non-energy commodity markets. The market of crude oil shows a major volatility spill over impact on non-energy commodity markets, which shows the importance of the oil price on other markets. Similarly, El-Ansary et al. (2017) concluded that volatility in prices of oil and growth respond differently depending on whether the country is an importer or exporter. An oil price increase will lead to an increase in growth since the balance of payment shows a positive balance. It was also stressed by Le and Chang (2013) that oil exporters experience a positive balance of trade when oil prices are high, but importers may face a deficit in trade when the global oil price rises, depending on the nature of oil demand.

This study focuses on an examination of the relationship between oil price volatility and macroeconomic independent variables, namely economic growth, interest rate, inflation and money supply in South Africa.

3. Methodology
The study employed the GARCH model, which is best suited for modelling volatility (Marzova & Magwedere, 2017). Based on the Kharb and Chfadi (2018) approach, the adopted model is modified to achieve the objective of analysing volatility of South African oil prices. The equation is formulated as follows:

\[ OP_t = \beta_1 \text{OP}_1 + \beta_2 \text{INT}_1 + \beta_3 \text{CPI}_1 + \beta_4 \text{M3}_1 + \epsilon_t \]  

(2)

\[ h_t = y_0 + y_1 \mu_{t-1}^2 + y_2 h_{t-1} + y_3 h_{t-2} \]  

(3)

where \( \beta_1 \) represents the parameters to be estimated, \( t \) refers to the time span measured in this study, \( \epsilon_t \) refers to the white noise, and \( L \) represents the natural logarithm. Variables are logged based on the fact that it helps the variable to be in the same unit of measurement, and therefore minimises heteroscedasticity in the model. The volatility of the oil price at time \( t \) is denoted by \( h_t \). \( \mu_t \) represents changes in the oil price at each time and follows a standard distribution of zero mean and variance that depends on time. \( y_0 \) is the average variance rate of oil price in the long run, \( y_1 \) is a measure of the sensitivity of oil price volatility to the last change in the oil price, \( y_2 \) and \( y_3 \) are measures of the sensitivity of oil price variation values preceding the first and second periods respectively. To ensure the GARCH model is stationary in covariance \( y_0 > 0, y_1 \geq 0, y_2 \geq 0 \) and \( y_1 + y_2 < 1 \).

Quarterly data is used in this study, from 2000 to 2020, for the following variables: \( OP \), GDP, INT, CPI and M3. OP is derived from data for oil prices measured in dollars per barrel collected from the Texas intermediate index. GDP and INT were collected from the Reserve Bank in South Africa, CPI and M3 were collected from the Statistical South African database.

3.1 Testing for unit roots
The Augmented Dickey Fuller (ADF) and Philips-Perron (PP) tests are used to test for unit root and to show the order of integration of the variables. A time series is stationary if the mean, variance, and autocorrelations are constant over time. The stationarity test equation accounts for a lower level of autocorrelation than actually exists in the estimation process. The PP test automatically corrects this error. Another advantage of the PP test is that it is resilient to common configurations of heteroscedasticity.

3.2 GARCH
The GARCH model is an extension of the ARCH model. Its main advantage is that it has fewer parameters and performs better than the ARCH model. Therefore, it is important to first summarise the original method ARCH model before explaining its extension. The ARCH (1) model was first developed by Engle (1982) and is given as follows:

\[ \sigma^2_t = \alpha_0 + \alpha_1 \epsilon^2_{t-1} \]  

(4)

The fault in the ARCH model causes it to be adjusted as the GARCH model. The fault is that variance
in the next period only relies on the square residual of the last period, meaning the crisis that exists in a larger residual would have a variety of persistence that we observe after the actual crisis (Peng & Yao, 2003).

This study applies the GARCH model with the aim of capturing the changes in oil prices in South Africa. In finance and econometrics, a variable is judged to be volatile if its standard mean and variance are not constant over time and GARCH models can easily handle heteroscedasticity (Fine, 2018). Conditional variance is defined as a linear function of past square errors and lagged conditional variance, and in a financial time series this occurs when the energy price is not normally distributed (Ratti & Hasan, 2013). The standard deviation is used to measure the volatility of oil prices.

3.3 ARCH test
Engle (1982) pioneered the ARCH effects test. The null hypothesis of no ARCH effects in squared residuals from Equation 3 is tested. The ARCH test is a joint test that tests for significance of slope coefficients in the regression. ARCH jointly tests for the significance of coefficients in the GARCH model in Equation 3. The ARCH test statistic follows a Chi-square distribution.

3.4 Autocorrelation test
The Ljung and Box (LB) tests for the presence of autocorrelation in the residuals and squared residuals (Ljung & Box, 1978). The LB test is given by:

$$LB = T(T + 2) \sum_{i=1}^{m} \frac{\rho_i^2}{T-i}$$

where $\rho_i^2$ is the sample autocorrelation. The null hypothesis is that there is no autocorrelation and the LB test statistics follow a Chi-square distribution.

4. Results and discussion
The descriptive statistics are presented in Table 1. The average rates for GDP, INT, CPI and M3 are positive, while for OP is negative. The GDP and INT series are normally distributed and OP, CPI and M3 are non-normal. The kurtosis for OP, INT, CPI and M3 are leptokurtic and for GDP it is platykurtic. There is negative skewness for OP and CPI, whereas GDP, INT and M3 have positive skewness.

Table 2 presents the results of the unit roots using ADF and PP tests for the variables. The variables were tested for unit root under the assumption of coefficient without trend. Table 2 shows that oil price changes, growth in GDP, interest rate and inflation are stationary for both the ADF and PP tests at 1% level of significance. However, for money supply growth there is non-stationarity at level whilst at first difference stationarity is found in both the ADF and PP tests. We can proceed to the unit root test in order to determine the order of integration.

4.1 GARCH
To determine the order of the GARCH model, various models for orders 1 to 3 were estimated. The Akaike information criterion (AIC) was employed to check for the best model – that which had the lowest value (Gujarati & Porter, 2009). The models were estimated with normal and student-t distributed errors. The AIC criteria preferred the GARCH (1,2) model for modelling the volatility of South Africa oil prices and the results are shown in Table 3.

<table>
<thead>
<tr>
<th>Table 1: Descriptive statistics</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>OP</strong></td>
</tr>
<tr>
<td>Mean</td>
</tr>
<tr>
<td>Median</td>
</tr>
<tr>
<td>Maximum</td>
</tr>
<tr>
<td>Minimum</td>
</tr>
<tr>
<td>Standard development</td>
</tr>
<tr>
<td>Skewness</td>
</tr>
<tr>
<td>Kurtosis</td>
</tr>
<tr>
<td>Jarque-Bera</td>
</tr>
<tr>
<td>Probability</td>
</tr>
<tr>
<td>Observations</td>
</tr>
</tbody>
</table>

***, **, * stand for 1%, 5% and 10% level of significance respectively.
Table 2: Unit root test

<table>
<thead>
<tr>
<th>Variable</th>
<th>Level of test</th>
<th>ADF</th>
<th>PP</th>
<th>Conclusion</th>
</tr>
</thead>
<tbody>
<tr>
<td>OP</td>
<td>Level</td>
<td>-8.2001</td>
<td>-8.2515</td>
<td>Stationary</td>
</tr>
<tr>
<td>GDP</td>
<td>Level</td>
<td>-16.1960</td>
<td>-6.6523</td>
<td>Stationary</td>
</tr>
<tr>
<td>INT</td>
<td>Level</td>
<td>-3.8037</td>
<td>-3.8099</td>
<td>Stationary</td>
</tr>
<tr>
<td>CPI</td>
<td>Level</td>
<td>-8.2162</td>
<td>-8.1409</td>
<td>Stationary</td>
</tr>
<tr>
<td>M3</td>
<td>Level</td>
<td>-1.8219</td>
<td>-10.344</td>
<td>Non-stationary</td>
</tr>
<tr>
<td>First difference</td>
<td></td>
<td>-25.3845</td>
<td>-32.8132</td>
<td>Stationary</td>
</tr>
</tbody>
</table>

***, ** *, * stand for 1%, 5% and 10% level of significance respectively.

Table 3: GARCH (1,2) model results

<table>
<thead>
<tr>
<th>Variable</th>
<th>Coefficient</th>
<th>Standard error</th>
<th>z-Statistic</th>
<th>Probability</th>
</tr>
</thead>
<tbody>
<tr>
<td>GDP</td>
<td>0.03477</td>
<td>0.088719</td>
<td>0.391914</td>
<td>0.6951</td>
</tr>
<tr>
<td>INT</td>
<td>0.891129</td>
<td>0.406195</td>
<td>2.193845</td>
<td>0.0282**</td>
</tr>
<tr>
<td>CPI</td>
<td>-0.28169</td>
<td>0.58379</td>
<td>-0.482521</td>
<td>0.6294</td>
</tr>
<tr>
<td>D(M3)</td>
<td>0.552658</td>
<td>0.220019</td>
<td>2.511862</td>
<td>0.012**</td>
</tr>
</tbody>
</table>

Variance equation

<table>
<thead>
<tr>
<th>Variable</th>
<th>Coefficient</th>
<th>Standard error</th>
<th>z-Statistic</th>
<th>Probability</th>
</tr>
</thead>
<tbody>
<tr>
<td>C</td>
<td>0.29465</td>
<td>0.106575</td>
<td>2.764712</td>
<td>0.0057***</td>
</tr>
<tr>
<td>RESID(-1)^2</td>
<td>-0.045256</td>
<td>0.045774</td>
<td>-0.988681</td>
<td>0.3228</td>
</tr>
<tr>
<td>GARCH(-1)</td>
<td>1.059344</td>
<td>0.009177</td>
<td>115.4369</td>
<td>0***</td>
</tr>
<tr>
<td>GARCH(-2)</td>
<td>-0.989963</td>
<td>0.005769</td>
<td>-171.6093</td>
<td>0***</td>
</tr>
</tbody>
</table>

***, ** *, * stand for 1%, 5% and 10% level of significance respectively.

Table 3 indicates that oil price changes are highly volatile in the 1st quarter, since the summation of residuals and GARCH(-1) are more than 1. In the 2nd quarter, there is low volatility, since the summation of residuals, GARCH(-1) and GARCH(-2) are less than 1. There is evidence of volatility persistence as highlighted by the significance of the 1st and 2nd quarter volatility from the previous period. The 1st and 2nd quarter volatility has a negative effect on the current volatility of oil prices.

Looking at the mean equation, it was observed that growth in GDP per capita has an insignificant impact on oil price changes since the probability value of 0.6951 is more than the 0.05 level of significance. These results oppose the findings of Rahman and Serletis (2010) that GDP and oil price volatility show significant positive with GDP in Nigeria. This contradicts the expectations that oil price shocks tend to lower real GDP (Gordon, 1989) and impact significantly on it (Farzanegan & Markwardt, 2007).

Interest rate showed a significant positive effect on oil price changes. Holding other things constant, a unit increase in interest rates will result in a 0.891129 unit increase in oil prices in South Africa. The findings are in line with Chatziantoniou et al. (2021), who demonstrated a positive impact of interest rates on oil price changes. However, theoretically it is expected that an increase in interest rates as a result of a contractionary monetary policy can deteriorate the long-term output and consequently decreased investment (Tang et al., 2009).

Inflation as measured by CPI has an insignificant effect on the volatility of South African oil prices, since the probability of 0.6294 is above the threshold of 0.05 level of significance. The present findings are inconsistent with those of Qianqian (2011) and Mpolu (2011), who observed that inflation impacts on oil prices, which in turn affect the real economy by raising interest rates.

Based on findings, money supply growth has a significant positive effect on oil price changes in South Africa. A unit change in money supply will result in 0.552658 unit changes in oil prices. Our results confirms observations by Qianqian (2011) and Akpan (2009) of a positive relationship between money supply and oil price changes. In line with our results, Baek and Miljakovic (2018) demonstrated a positive impact of money supply on oil prices in the short-run.

Table 4 highlights findings for the GARCH (1, 2) model diagnostic. The p-value for the ARCH test is more than 0.05, showing that there are no ARCH effects since they are incorporated in the GARCH model. The Jarque-Bera test of normality is significant and the residuals are not normal; hence this
Table 4: GARCH (1, 2) model diagnostic tests

<table>
<thead>
<tr>
<th>Test</th>
<th>Statistic</th>
<th>p-value</th>
<th>Conclusion</th>
</tr>
</thead>
<tbody>
<tr>
<td>ARCH</td>
<td>0.000116</td>
<td>0.9914</td>
<td>No ARCH effects</td>
</tr>
<tr>
<td>Jarque-Bera</td>
<td>91.01168</td>
<td>0.0000***</td>
<td>Non-normal</td>
</tr>
<tr>
<td>Ljung and Box (residuals)</td>
<td>29.583</td>
<td>0.766</td>
<td>No autocorrelation</td>
</tr>
<tr>
<td>Ljung and Box (squared residues)</td>
<td>38.992</td>
<td>0.337</td>
<td>No autocorrelation</td>
</tr>
</tbody>
</table>

***, **, * stand for 1%, 5% and 10% level of significance respectively.

provided justification for using the student-t distributed errors. The tests for autocorrelation in both residuals and squared residuals are insignificant, based on the LB. Diagnostic tests demonstrated the robustness of the GARCH (1,2) model employed.

5. Conclusions and recommendations
The GARCH model was used to analyse volatility in South African oil prices for the years 2000 to 2020. The findings indicate a positive impact of money supply growth and interest rates on oil price changes. Inflation and growth in GDP have an insignificant effect on oil price volatility in South Africa. Volatility from past first quarter and second quarter periods has positive and negative effects on current oil price volatility in South Africa respectively.

Based on the findings, it is recommended that government monitor past oil price volatility when planning national budgets. The monetary authorities should implement a contractionary monetary policy to reduce the volatility of oil prices in South Africa. Such a policy might take the form of issuing government bonds as a way of mopping up excess liquidity in the economy.
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